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Abstract

Background: The method of sensor-wise N-BANDS aims to compute the envelope of the range of the feasible con-

centration profiles and the envelope of the range of the feasible spectral profiles. These envelopes are obtained by a

sensor-wise maximization and minimization for each chemical species. They describe the rotational ambiguity which

can also be explored by the area of feasible solutions. In this paper the results of sensor-wise N-BANDS are compared

with the area of feasible solutions.

Results: Profiles in which sensor-wise N-BANDS takes point-wise extrema are shown to correspond to the boundary

of the area of feasible solutions.

Significance: Sensor-wise N-BANDS is proven to correctly describe certain extremal AFS properties without any

restrictions on the number of chemical species.
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1. Introduction

Multivariate Curve Resolution (MCR) has its origin in analytical chemistry. The goal of MCR methods is to

find an approximate factorization D = CS T + E of a given k × n spectral data matrix D ∈ Rk×n into the nonnegative

concentration factor C ∈ Rk×s and the nonnegative spectral factor S ∈ Rn×s where s is the number of chemical species.

The matrix E is the error of the bilinear nonnegative factorization model and the entries of E should be close to zero.

However, the nonnegative factors C and S are in most cases not uniquely determined, even if scaling is ignored. This

non-uniqueness is known as rotational ambiguity (see, e.g., [4]). In analytical chemistry, additional constraints, e.g.,

monotonicity, unimodality or selectivity, are often added to the bilinear nonnegative factorization model to reduce

the rotational ambiguity. However, under minimal constraints, the ambiguity can sometimes lead to very different

solutions of the MCR problem. Therefore, it can be of interest to determine the rotational ambiguity present in a

dataset.

This has been addressed with MCR-BANDS [17], N-BANDS [11] and sensor-wise N-BANDS (SW-N-BANDS)

[9]. The goal of these methods is to describe the extent of rotational ambiguity by minimizing and maximizing the

following functions (1),(2), and (3).

1. MCR-BANDS: The Signal Contributing Function (SCF)

f j =
||C:, j(S :, j)

T ||F

||CS T ||F
, j = 1, . . . s (1)

is used for constrained optimization, see also Eq. 6 in [17]. The same term in a different notation was given two

years earlier in Eq. 8 in [3]. This paper uses the colon notation for elements of matrices, i.e., C:, j refers to the

j-th column of the matrix C. As a further example, T2:4,3 stands for the elements in the second, third, and fourth

rows and third column of the matrix T .

2. N-BANDS: The contribution of S is optimized using the function

f̂ j =
||S :, j||1

||S ||1
, j = 1, . . . s (2)
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and further constraints, e.g., for nonnegativity. Similarly, the procedure is applied to C to estimate the relative

concentration uncertainty.

3. SW-N-BANDS: The constrained optimization is applied to each matrix element of S with the optimization

function

f̃i, j =
|S i, j|

||S ||2
, i = 1, . . . , n, j = 1, . . . s. (3)

The same procedure is applied to the concentration factor C.

N-BANDS is an extension of MCR-BANDS that uses a simplified optimization function and is especially useful for

noisy data. However, generally neither MCR-BANDS nor N-BANDS yields a complete envelope of the range of

the feasible profiles, as discussed in [9]. By applying N-BANDS to each row and column of D, i.e., sensor-wise

N-BANDS, the full envelope can be found. The main characteristic trait is that the envelope is usually not a feasible

profile and does not directly represent the shapes of the feasible profiles. In contrast, the resulting upper and lower

boundaries from the MCR-BANDS and N-BANDS methods are feasible profiles. Therefore, they are generally not

equal to the full envelope of all feasible profiles, but may be more indicative of the shape of the feasible profiles.

A different approach to the rotational ambiguity is based on a low-dimensional representation of the solutions

(see [7, 1, 13, 15]). Each feasible pure component profile has a corresponding point in an (s − 1)-dimensional space

(U-space or V-space), and the ambiguity is represented by the Area of Feasible Solutions (AFS). The U- and V-space

is given by the vectors from the singular value decomposition (SVD) of D ∈ R
k×n. The truncated SVD is sufficient

for this and is denoted by U ∈ Rk×s,Σ ∈ Rs×s and V ∈ Rn×s. For example, a vector x ∈ R(s−1) in V-space corresponds

to a scaled spectrum q ∈ Rn if and only if q = V:,1 + V:,2:sx. For simplicity, the focus of this paper is on the V-space,

but all statements are connected to the U-space by duality, see, e.g., [5, 8]. Furthermore, we focus on the case s = 3,

i.e., the case with three chemical species, because then the U- and V-space is a plane.

In this paper the connection between these two approaches is discussed by comparing the AFS and the V-space

representations of the profiles that point-wise determine the SW-N-BANDS envelope, see also [12, 10]. This can

help to answer some important questions, such as how the low-dimensional representations of SW-N-BANDS and

AFS compare, and how well an SW-N-BANDS solution describes the rotational ambiguity compared to the AFS

representation of the factor ambiguity. See also Fig. 1 as an example of the comparison of the available “information”

on the feasible profiles. Each point in the plots corresponds to a feasible profile, and SW-N-BANDS can only produce

profiles that point-wise minimize or maximize the function (3). Therefore, these results only represent a part of the

AFS.
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Figure 1: The “information” on the possible factorizations is shown in the V-space: the AFS (left) and the possible results discovered by SW-N-

BANDS (right). Not all the points on the right side are included in the actual result from SW-N-BANDS as it depends on the number of sensors.

The right figure is an example for the setM∗ from Def. 3.1.

1.1. The datasets

All examples in this paper are based on dataset 1, see Fig. 2. It is a simulated, noise-free dataset, which represents

the reaction kinetics X → Y → Z. Dataset 1 is based on example2.m from FACPACK [14] with 0.2 added to each
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entry of the matrix D. The added constant inflates the AFS and helps to visualize both the main statement of this paper

and the non-convexity of the AFS subsets. The simulated dataset consists of 21 time steps over 101 channels.

Dataset 2 is an experimental FT-IR dataset from the rhodium-catalyzed olefin hydroformylation, discussed in [6].

The absorption of the olefin species, the hydrido complexes and the acyl complex is given over the reaction time from

4.7 min to 883.6 min with 850 spectra over 645 channels in the wavenumber interval [1962.3, 2117.6] cm−1. The

reference concentration profiles are obtained by kinetic hard-modeling analysis. An SW-N-BANDS analysis of this

dataset is also presented in [10].
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Figure 2: This paper includes the SW-N-BANDS analysis of a simulated dataset (left) and an experimental dataset (right).

2. Theoretical background

2.1. The AFS

Next, we give a brief summary of the important variables for the construction of the AFS, see [15] for further

details and explanations. The rotational ambiguity of the factorization problem can be represented by the AFS and

can be computed using the truncated SVD D = UΣV . Then an inner polygon (also known as INNPOL and defined as

I = convhull({ai ∈ R
s−1, i = 1, . . . , k}) with data representing points ai =

(
(UΣ)i,2:s/(UΣ)i,1

)T
) and an outer polygon

(also known as FIRPOL and defined as F =
{
x ∈ Rs−1,

(
1, xT
)

VT ≥ 0
}
) are calculated. They give the inner and outer

boundaries for polygons representing nonnegative factorizations. All feasible pure component profiles are represented

by the AFS

M =
{
x ∈ Rs+1 : exists T ∈ Rs×s with T:,1 = 1, T1,2:s = xT , rank(T ) = s, UΣT−1 = C ≥ 0, VT T = S T ≥ 0

}
,

where 1 is the all-ones vector and the factors C and S are computed using a regular matrix T . We define individual

isolated AFS subsets asM j for j = 1, . . . , s. Then

M =

s⋃

j=1

M j.

Each point x in the V-space corresponds to a profile w(x) which can be computed with w(x) = (1, xT )VT .By evalu-

ating the profiles for each of the nodes of a fine grid of points covering the isolated AFS subsets, a good approximation

of the envelope of the range of feasible profiles can be obtained, see Fig. 3 for an example.
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Figure 3: Computing the envelope of the range of feasible profiles from the AFS. An example of a grid (blue dots) on one isolated subset of the AFS

(left) and the corresponding spectral profiles for one chemical species (middle). The maximum and minimum values for each channel represent the

boundaries of the envelope (right). The finer the grid, the more accurate the representation of the the range of the feasible spectral profiles.

2.2. Sensor-wise N-BANDS

SW-N-BANDS approximates the minimum and maximum values for each entry in the factor matrices C and S

under the nonnegativity constraints and scaling. Each point-wise extremum is associated with at least one profile in

which the extremum is attained. This results in 2ks profiles for C and 2ns profiles for S , and each of these profiles

achieves either a minimum or a maximum among all feasible profiles for a chemical species and a specific channel

or time step, i.e., they are sensor-wise extremal profiles in this context. All calculated maxima and minima contribute

point-wise to the envelopes of the ranges of the feasible profiles. The boundaries of these bands usually do not form

feasible profiles, but there exists a feasible profile for each point on the envelope. Numerical errors can result from

failed optimizations, large optimization tolerances, or noise. Such errors distort the results derived for the noise-free

case, which is analyzed in the theoretical part of this paper. For example, the effect of noise is explained in [10].

The optimization problem is stated over a regular matrix T̃ which represents the rotational ambiguity and reduces

the number of variables in the optimization. The matrix T̃ is applied to a feasible initial factorization CinitS
T
init
= D =

CinitT̃
−1T̃ S T

init
, which can originate from MCR-ALS [16], for example.

Definition 2.1. The optimization problem underlying SW-N-BANDS is given by


minT̃ j,:

|S i, j|

||S ||2

maxT̃ j,:

|S i, j|

||S ||2

, for each i = 1, . . . , n and each j = 1, . . . , s,

where S T = T̃ S T
init
≥ 0, C = CinitT̃

−1 ≥ 0, T̃ j j = 1 for each j = 1, . . . , s.

The same procedure is applied to C to obtain envelopes for the concentration profiles. Starting from an identity

matrix, the zero entries in the matrix T̃ are replaced by values in the neighborhood of zero, e.g., in the interval [−1, 1].

See [9] for more details.

The V-space representation uses a different scaling, and the profiles are given as a linear combination of the

columns of V . The resulting profiles are scaled so that the contribution of the first singular vector is one. Only then,

they have a V-space representation and can be compared with the AFS in the V-space. The V-space representation x

of a spectral profile w is computed by x =
(
(V:,2:s)

T w
)
/
(
(V:,1)T w

)
∈ Rs−1.

3. SW-N-BANDS takes its sensorwise extrema in the points of tangency of the AFS

In this section, we show that the profiles that solve the sensor-wise N-BANDS minimization or maximization

problem are attained in points of tangency of the AFS. A point of tangency x is a point on the boundary of a set

(with a piecewise smooth boundary) such that a tangent line (in 2D) or a tangent plane (in higher dimensions) running

through the point x does not intersect the set. Fig. 4 illustrates the points of tangency for the three isolated subsets of

a two-dimensional AFS. Next, we consider a simple property of the set of points of tangencyM∗
j

applied to isolated

subsetsM j of the AFS (this property is closely related to the so-called supporting hyperplane theorem in geometry

[2]).
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Lemma 3.1. The set of points of tangencyM∗
j

of an isolated subsetM j of the AFS can be represented as

M∗j =M j ∩ ∂(convhull(M j)),

In words, the setM∗
j

is the intersection ofM j with the boundary of the convex hull ofM j.
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Figure 4: The construction ofM∗ according to Lemma 3.1. The convex hulls of each isolated AFS subsetM j are drawn by dashed lines (left). The

right plot shows the three sets of points of tangency for the three subsets of the AFS.

The right plot in Fig. 4 illustrates individual setsM∗
j

of points of tangency in the V-space. This example demon-

strates that concave regions of the boundary do not contain points of tangency. Next, we prove that all profiles in

which SW-N-BANDS takes its extrema are represented by points of tangency in the V-space of the AFS.

Theorem 3.2. The V-space representations of the profiles that sensor-wise contribute to the SW-N-BANDS envelopes

are located inM∗ =
⋃s

j=1M
∗
j
, namely the set union over all subset indexes j.

Proof. SW-N-BANDS determines the extrema of S i, j according to Eq. (3) under nonnegativity and scaling constraints

for i = 1, . . . , n and j = 1, . . . , s. Without loss of generality any spectral profile S :, j can be assumed to be scaled in

a way that it can be written as S :, j = V
(

1

x

)
where the vector x ∈ Rs−1 is the associated V-space representation in the

AFS space. For the ith sensor/channel the representation is

S i, j = Vi,1 + x1Vi,2 + · · · + xs−1Vi,s. (4)

The question is where S i, j takes its minimum and maximum with respect to a variation of the feasible x ∈ M j,

namely the AFS subset of the jth chemical species. The optimization problem for (4) can be reduced to finding the

minimum and maximum of the inner product 3T x with 3 = (Vi,2, . . . ,Vi,s)
T and x ∈ M j. The level setsLη = {x ∈ R

s−1 :

3
T x = η − Vi,1} of the inner product 3T x are given by parallel affine planes all with the normal vector 3. These level

sets for all η ∈ R cover the entire space R
s−1 where the shifted η values increase/decrease linearly in the direction of

±3. Only those level sets are important that have a nonempty intersection withM j (as otherwise no feasible solution

is represented). Since M j is a closed and bounded set [8], there is a unique ηmin and a unique ηmax for which the

level sets still touchM j. See Fig. 5 for an illustration where the hyperplanes in 2D are straight lines. Depending on

whether the hyperplane touchesM j in one or more points, the vector x on the boundary ofM j is unique or not. By

construction, x is a point of tangency toM j which proves that x ∈ M∗
j
.

The proof of Thm. 3.2 illustrates the origin and meaning of the setM∗ representing the SW-N-BANDS envelopes.

The maximum and minimum values for each sensor can be explained by a pair of parallel hyperplanes, see Fig. 5. All

of these hyperplanes are shown in Fig. 6 for both the lower and upper boundaries of the envelope.
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Figure 5: Geometric construction of the sensor-wise extremal profiles for S 65,1 shown with an isolated AFS subset and the corresponding envelope

of the feasible profiles. Left: the isolated AFS subsetM1 of the chemical species with index j = 1 (blue). Purple lines illustrate the hyperplanes

from the proof of Thm. 3.2 for the channel (sensor) i = 65 and η ∈ {0.06905, 0.035, 0} (from top to bottom). The spectral profiles that minimize or

maximize at least one entry in S 65,1 are represented by purple dots. Other examples of hyperplanes are shown by gray and green lines. The gray

lines show hyperplanes for i = 58 and η ∈ {0.10854, 0} (from top to bottom). The green lines show two hyperplanes for i = 75 and η ∈ {0.11764, 0}

(from left to right). Right: the envelope of the feasible profiles corresponding to the isolated AFS subsetM1. The purple lines show the spectral

profiles corresponding to the purple dots in the AFS, and they lie on the envelope for the 65th channel.
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Figure 6: All channels (sensors), their minima (top plots) and maxima (bottom plots) in the AFS (left plots) and on the envelope of the feasible

profiles (right plots) forM1. The left plots show each hyperplane for i = 1, . . . , n from the proof of Thm. 3.2 with η = ηmin,i (top) and η = ηmax,i

(bottom). Each intersection of these hyperplanes with the AFS corresponds to a sensor-wise extremal profile in one of the right plots with the

extreme value in the ith channel (sensor). The extreme values are plotted in the same color as the corresponding hyperplanes.

The results of the Thm. 3.2 as well as numerical SW-N-BANDS calculations can be verified with a short consid-

eration. If a certain AFS is given, thenM∗ and the SW-N-BANDS envelope can be constructed to check the results of

the Thm. 3.2. Numerically, we can approximate the envelopes by covering the AFS with a (fine) grid and calculating

the corresponding spectral profile of each grid point, see Fig. 3. Then we can determine which points from the grid

maximize or minimize at least one entry in S . This usually overlaps withM∗, however a problem can be constructed
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where a point in M∗ does not correspond to a sensor-wise extremal profile. This does not contradict Thm. 3.2 and

would only happen, if none of the shifted hyperplanes (as shown in Fig. 6) touches a part of M∗. This is unlikely

to happen in practice because the dataset typically contains enough sensors with different information to introduce

variability in the hyperplanes.

In [18] it is shown that SW-N-BANDS can be complemented with the idea of essential points. Essential points

can be defined as those data representing points that generate the convex hull of the inner polygons in U- and V-space.

They can be roughly interpreted as a subset of the rows or columns of the matrix D that still generate the same inner

and outer polygons. In this way, essential points make it possible to reduce the data dimension without changing the

AFS in the original U- and V-space. In the context of SW-N-BANDS, the optimization problem of Def. 2.1 is applied

only to the rows of S (index i) corresponding to the essential points, instead of all i = 1, . . . , n. Thm. 3.2 still holds,

butM∗ is generated only by those hyperplanes that correspond to the essential points. Therefore, the construction as

shown in Fig. 6 is reduced to only the essential hyperplanes and spectral channels, because the band boundaries of the

others can be obtained implicitly. In [18] it is also discussed, how the concept of essential points can be applied to

noisy data.

The final result of an SW-N-BANDS calculation is an envelope, whose upper and lower boundaries are generally

not feasible profiles. Nevertheless, it is possible to make a statement about the shapes of the feasible profiles. Only

those profiles in the envelope that are linear combinations of the singular vectors can be feasible. This is a useful rule

of thumb, when trying to interpret the resulting envelopes. Unfortunately, this is not always true and the justification

follows from another interesting property of the AFS: The AFS subsets are generally not convex, see, e.g., the left

plot in Fig. 1. And in the right plot in Fig. 1, there are only a few points in the interior of F (outer polygon shown e.g.

in Fig. 3) becauseM∗ is defined by the boundary of the convex hull of each isolated AFS subset (shown in Fig. 4)

and not by the boundary of the AFS itself. Therefore,M ⊂ M∗ and in general an AFS subsetM j is not equal to

the convex hull of the points of tangencyM∗
j

(which represents the profiles in the envelope and is the result from

SW-N-BANDS analysis). This explains the following property.

Remark 3.3. There can be profiles in the column space of D that lie between the SW-N-BANDS envelope, but are not

feasible.

In other words, the envelope visualization of the rotational ambiguity may include some profiles that can be

expressed by the singular vectors of D (i.e., they are in the same column space and in the V-space), but that are not

in the AFS. See the green point and profile in Fig. 7. This means that AFS provides a more accurate description of

the rotational ambiguity because it is possible to specify which profiles in the envelope are feasible. Nevertheless, the

band representation is very useful because it directly visualizes the general shape of the band of feasible profiles.
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Figure 7: An example of a profile that is in the range of feasible profiles and in the V-space, but not in the AFS. Left: the isolated AFS subset for

one chemical species (blue). The dashed lines indicate the boundary of the convex hull of the isolated AFS subset. The green point is located in the

convex hull of the isolated AFS subset, but not in the AFS. Right: the envelope of the feasible profiles corresponding to the isolated AFS subset.

The green profile corresponds to the green point in the left plot and is not a feasible profile.
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4. Numerical results

4.1. Dataset 1

The example dataset is evaluated with SW-N-BANDS to compare how well it overlaps with the theoretically

predicted results, see Fig. 8. The results of this example show a very good agreement with the theoretically predicted

results in Fig. 1. SW-N-BANDS was performed with the fmincon SQP algorithm in Matlab, with a better precision

than the default and with the interval [−1.45, 1.45] for the values of T̃ . For a matrix S ∈ Rn×3 SW-N-BANDS results

in most 6n profiles and corresponding points in the V-space. Therefore, there are much fewer points in Fig. 8 than the

theoretically possible results in Fig. 1, which take into account that more than one spectral profile can minimize or

maximize a particular entry in S .
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Figure 8: The results of a numerical evaluation of SW-N-BANDS (points and profiles in saturated colors) and AFS (areas and envelopes in light

colors) for the dataset 1. Top left: inner polygon I, outer polygon F , AFSM (blue, red and yellow for the three chemical species) and V-space

representations of the points resulting from SW-N-BANDS (corresponding colors). The three other plots each show the envelope of the feasible

profiles corresponding to one isolated AFS subset (light color) and the sensor-wise extremal profiles from the numerical evaluation of SW-N-

BANDS for this subset (individual profiles in saturated color).

4.2. Dataset 2

The experimental dataset also shows a good overlap between the SW-N-BANDS results and the AFS. Furthermore,

there are only a few points that do not belong to the outer polygon F as predicted by Thm. 3.2, see Fig 9. The red

AFS subset gives a very clear illustration of this relationship. The results are presented for U-space, to illustrate that

the duality concept can be applied to Thm. 3.2. In the case of noisy, experimental data, some slight differences can

be explained by different approaches to dealing with the noise, as well as by unsuccessful optimization. The results

slightly differ from those published in [10], due to the use of different noise levels. In this paper, AFS is computed

with a noise level of 0.27% and SW-N-BANDS is computed with a noise level of 0.2%.
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Figure 9: The results of a numerical evaluation of SW-N-BANDS (points and profiles in saturated colors) and AFS (areas and envelopes in light

colors) for the dataset 2. Top left: inner polygon I, outer polygon F , AFSM (blue, red and yellow for the three chemical species) and V-space

representations of the points resulting from SW-N-BANDS (corresponding colors). The three other plots each show the envelope of the feasible

profiles corresponding to one isolated AFS subset (light color) and the sensor-wise extremal profiles from the numerical evaluation of SW-N-

BANDS for this subset (individual profiles in saturated color). The black lines are the true profiles from kinetic hard-modeling.

5. Conclusion

It is a remarkable fact that the U- and V-space representations of the sensor-wise extremal profiles determined by

the SW-N-BANDS are located on certain parts of the boundary of the AFS. These extremal profiles contribute point-

wise to the envelopes of the ranges of the concentration and spectral profiles that represent the factor ambiguity of

MCR problems. Their close relation to the AFS is formalized in this paper as follows: The results of SW-N-BANDS

are represented byM∗, i.e., the intersection of the AFS and the boundary of the convex hull of each isolated AFS

subset. However, SW-N-BANDS is designed for the cases of datasets, whose number of isolated AFS segments is

equal to the number of chemical species. Even if there exists only one connected AFS subset, which is often the

case for highly overlapping spectral data, SW-N-BANDS will still detect different envelopes and this is a problem for

future research. Nevertheless, a major advantage of the SW-N-BANDS method is its adaptability to problems with a

large number of chemical species, while the AFS method requires an (s−1)-dimensional representation for s chemical

species. That is very difficult for more than four chemical species, because it is hard to visualize and handle sets in

more than three dimensions.
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